CS 480 Artificial Intelligence                                                             Fall 2009
Home Work # 6  Due: December 14, 2009
1) Consider the following guessing game played between two players A and B. A   picks a string x of length 6 over the three letter alphabet {A, B, C}: (e.g. A’s choice could be ABACCB.) B will guess the string, and A will respond by telling A how many positions are correctly guessed by A. Thus, for example, if A chooses ABACCB and B guesses AABCAC, then A will answer 2 since there are two matching positions (shown in bold). The goal of B is to find the string with the fewest guesses. Suppose B’s first guess is AAAAAA. What is the information gain associated with this guess?
2) Consider the following training set:
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Assuming that a3 is normally distributed, predict the Target Class for the data point (F, F, 6.0) using the naïve Baye’s algorithm.
3)  Consider the table shown below:
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(a) Estimate the conditional probabilities for P(A[+), P(B|+), P(C|+),
P(A|-), P(B|-), and P(C|





[image: image3.png](b) Use the estimate of conditional probabilities given in the previous ques-
tion to predict the class label for a test sample (A = 0, B = 1,C = 0)
using the naive Bayes approach.




